For nearly a decade, manual visual question answering systems[1], [2] have been employed where person uses a mobile application to ask a question and obtains answers through human volunteers or crowdsourcing workers. They were used for tasks like locating an object in a complex scene [3], helping the user in grocery shopping[1]. Such systems while valuable, depends on manual human labour. An automated system for such a task would have great benefits like enhanced latency, cost, privacy. In 2018, Gurari et al. [4] described unique challenges facing the visual question answering systems in assisting blind people. They also created a real-wold visual question answering dataset which was obtained from blind people. While constructing the dataset, prior works used dataset gathered from the web [5]–[8]. This was very tedious and required lot of resources. The dataset was not domain specific. Works like [9]–[11] used artificially created dataset. The artificially created dataset might inherently contain human bias which makes it drastically different from the real-world examples. The dataset taken from web might not mimic the images taken by the blind in real time. Hence the current VizWiz dataset solves these problems where the blind themselves have taken the pictures and asked a question. This mapping is saved and used in training.

The second class of model that we use is for automatic image captioning. It deals with image understanding and language description of the image. Now, we review some image captioning techniques used in the current literature. Farhadi et al. [12] used a triplet of scene elements to fill the template slots for generating image captions. Kulkarni et al. [13] used a conditional random field (CRF) to infer objects, attributes and prepositions before filling in the gaps. In our model, template-based method can be used with the help of answer generated by VQA model. Such models are relatively faster. However, template-based captioning follows a pre-defined template and has fixed length captions. In later iterations, parsing-based methods[14]–[18] can be used which are more powerful than simple template-based methods. Captioning can also be done using pre-defined retrieval-based approaches. Here, a set of captions is stored in advance. While captioning, visually similar images are found the captions are retrieved from the training set. These captions are called candidate captions and the captions for query images are retrieved from this caption pool[19]–[22]. Retrieval-based methods can be desirable as it is efficient and it can be assumed that a visually impaired person only encounters objects and scenes from a fixed set of possibilities. Such methods help in reducing the communication latency and also help in lowering the cost of the model. More advanced techniques which generate novel captions can be used [23]–[25]. They analyse the visual content of the image and generate captions using a language model.

A helpful and convenient feature is analysis of facial expressions or mood detection. Such a system can be very helpful for a visually impaired person as they are deprived of these capabilities. They generally rely on instinct and sound cues to make decisions in such cases. An image based automated system for detection of action units or basic and non-basic emotions can be implemented with the whole face as the region of interest. Rigid registration [26]–[29] can be used by detecting facial landmarks and using a distance metric like Euclidean distance or any affine transform that maps a input face to a prototypical face. Other non-rigid registration approaches [30] enable local registration and can supress errors due to facial inactivity. Hence, these systems are more robust. Point registration systems [31]–[33] are needed for shape representations. They involve localization of fiducial points and localization accuracy is crucial for such systems. Systems which depend on localizing the facial features require good quality image. Such a privilege cannot be guaranteed by our system. Hence, we depend on rigid registration methodology for facial expression identification and mood detection.

Visual-based scene change detection is also implemented. This helps provide additional real-time assistance to the visually impaired. Such a system is also helpful in implementing additional features like warning indicators and caution system. The scene change system we are implementing only depends on visual data. No auxiliary textual or audio data is required. Certain rule-based approaches [34] use techniques like rhythm based heuristics. Rule-based approaches only work for certain situations and have low performance. Kender and Yeo [35] introduced one of the first video segmentation algorithms. They calculated shot-to-shot coherence based on colour similarity. Other works [36], [37] also used such shot similarity measures to identify scene change. Hanjalic et al. [38] used block-based similarity to measure in LUV colour space. Kwon et al. [39] used motion-based features and improved overlapping link methods. Zhao et al. [40] and Cheng and Xu [41] considered temporal distance between the two shots. Wang et al. [42] introduced overlapping link method that uses forward and backward search. Such scene changes detection methodologies work well for our implementation as there is limited image data available.
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